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Ph.D. Qualifying Exam

in Statistics

First: STATISTICS  BASIC  Ph D QUALIFYING EXAM:
A. This level is based on selected topics from the following courses:

Elementary Statistics (0301131)

Statistical Techniques (0341332)

Mathematical Statistics(0331431)

B. The syllabus for this level is as follow:

1. Regression and Correlation. Method of least squares, simple linear regression, ANOVA table. Inference on correlation.
2. Analysis of Variance. One way classification, multiple comparison, balanced two-way classification, ANOVA Table.

3. Non-Parametric Methods: Contingency tables and chi-square tests. Important tests, e.g., sign, signed rank, Mann-Whitney,Wilcoxon.
4. Classes of distributions and statistics: Exponential family, sufficiency, completeness 
5. Point Estimation: unbiasedness, consistency, methods of estimation including method of moments, maximum likelihood, UMVU estimators, Rao-Blackwell and Lehmann-Scheffe Theorems, relative efficiency, information, Cramer-Rao lower bound.
6. Interval Estimation: Pivotal statistic and approximate C.I., shortest length C.I.  
7. Testing: Neyman-Pearson lemma, UMP,  and LRT tests, connection between C.I. and testing.  


References:
· Bhattacharyya, Johnson G., and John R. Statistical Concepts and Methods, Wiley 1977.

· Mendenhall W., Beaver R., and Beaver B.  Introduction to Probability and Statistics, 11th edition, Duxbury Press 2008.
· Bain and Engelhardt. Introduction to Probability and Mathematical Statistics, 2nd Edition, 1992, Duxbury.

· Bickel P.J. and Doksum K.A.. Mathematical Statistics: Basic Ideas and Selected Topics, Holden-Day, 1977. 
Second: STATISTICS  ADVANCED  Ph D QUALIFYING EXAM:
A. This level is based on selected topics from the following courses:

Mathematical Statistics (0341731)

Mathematical Statistics (0301931)

B. The syllabus for this level is as follow:

1.
Sufficiency, minimal sufficiency, ancillarity, completeness, Basu's Theorem,unbiasedness, consistency, relative efficiency,  invariant estimation.Rao-Blackwell Theorem, Lehmann-Scheffe  Theorem, minimum variance unbiased estimation. BLUE, Minimax, Maximin and Jacknife estimators.
2.
Hypothesis testing: concepts of significance and power, Neyman-Pearson lemma, monotone likelihood ratio, UMP tests. SPRT and sample size computation.

3.
Decision Theory: basic concepts, loss, risk, priors, posteriors. admissibility and complete classes . Minimax principle, least favorable distributions, Bayes estimators and tests. 
4.
Interval estimation: methods for finding confidence intervals. 
5.
Asymptotics: Asymptotic behavior of estimators, including maximum likelihood estimators. Asymptotic properties of likelihood ratio tests. 


References:

· Bickel,  P.J.  and  Doksum, K.A.  Mathematical Statistics: Basic Ideas and Selected Topics, Holden-Day, 1977. 
· Lehman, E. L. (1959). Testing Statistical Hypotheses, Wiley.

· Lehman, E. L. (1983). Theory of Point Estimation. Wiley. 

· Mood, Grabill, and Boes. Introduction to Theory of Statistics.
Note to  Students:
With all of the prescribed and suggested texts, students should concentrate on understanding concepts, proofs and fundamental theory and their applications.        The construction of examples and counter examples are of special importance.
Students will be expected to be able to clearly explain all relevant concepts both in simple, clear English and more formally through detailed mathematical derivation.  [image: image1][image: image2][image: image3][image: image4][image: image5][image: image6]
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